The coaxial line shown below is a commonly used TEM mode waveguide, of course. This structure, however, will also support the propagation of higher-ordered $TE^2$ and $TM^2$ modes, which have a non-zero cutoff frequency, in addition to the TEM mode.

**Applications of this analysis include:**
1. What's the highest $f$ for single mode operation (TEM)?
2. Solving ports, including discontinuities in coaxial lines.

To discover these higher-ordered modes, we will solve the wave equations for $E_z$ and $H_z$ in the region between the conductors. This is a separable region, so we expect closed form analytical solutions for $E_z$ and $H_z$ fields.

The inner conductor is concentrically located with the outer conductor. What if it weren't? Still separable?

**$TE^2$ modes**

We'll begin with the $TE^2$ modes where, as we saw in the last lecture,

$$H_z = [A \sin(\pi \phi) + B \cos(\pi \phi)] \cdot [C J_0(\beta_a p) + D Y_0(\beta_a p)] e^{-j k_z z} \tag{1}$$

We'll only be searching for wave solutions $p > p_a$.
Unlike as in the previous lecture, the solution domain does not include the origin when $|y_n| \to \infty$. Consequently, we cannot discard this term as we did in a hollow circular waveguide.

The boundary conditions we need to enforce in this problem are $\nabla \times \mathbf{E} = 0 \iff \rho = a + b \forall \phi + z$. With $E_z = 0$, then $E_\phi$ must be determined from $\frac{1}{\mu} \sin (\phi) = \frac{j \mu_0}{\beta_c^2} \frac{\partial E_\phi}{\partial \rho} + \frac{\beta_0}{\beta_c} \left[ C \frac{\partial J_n(\beta_c \rho)}{\partial \rho} + D \frac{\partial Y_n(\beta_c \rho)}{\partial \rho} \right] e^{-j \beta_p z} \quad \text{(1)}$

or

$E_\phi = \frac{j \mu_0}{\beta_c} \left[ A \sin (\phi) + B \cos (\phi) \right] \cdot \left[ C J_n'(\beta_c \rho) + D Y_n'(\beta_c \rho) \right] e^{-j \beta_p z} \quad \text{(2)}$

Where the prime indicates differentiation with the argument. Now, we'll use (2) and apply the appropriate boundary conditions:

- $E_\phi = 0$ at $\rho = a$. in order for this b.c. to be satisfied for all $\phi$ and $z$ requires from (2), that

$C J_n'(\beta_c a) + D Y_n'(\beta_c a) = 0 \quad \text{(3)}$

- $E_\phi = 0$ at $\rho = b$. in a similar fashion, from (2)

$C J_n'(\beta_c b) + D Y_n'(\beta_c b) = 0 \quad \text{(4)}$

Previously, in the course when analyzing other waveguiding structures (hollow, slit, waveguide, and circular waveguide), we constrained $\beta_c$ with an analytical equation, such as $\beta_c = \beta_1$, $\beta_2$, or $\beta_3$. We can't do that here analytically.
Oddly, we don’t care too much about the “unknowns” \( c \), \( d \). What we want to determine is \( \beta_c \).

Equations (2) and (3) constitute two eqns. in two unknowns. Nontrivial solutions for \( c \), \( d \) are possible, only when the determinant is zero. That is, in matrix form \((5)\), we write as

\[
\begin{bmatrix}
    C \\
    D
\end{bmatrix} = \begin{bmatrix}
    \alpha \\
    \beta
\end{bmatrix}
\]

\[
C = \begin{bmatrix}
    J_n'(\beta_0) & Y_n'(\beta_0) \\
    J_n'(\beta_b) & Y_n'(\beta_b)
\end{bmatrix}
\]

\[
D = \begin{bmatrix}
    \phi
\end{bmatrix}
\]

The determinant of the matrix is nonzero, then the only solution for (5) is \( C = 0 \), \( D = 0 \).

However, if the determinant is zero, then nontrivial solutions to (5) are possible. Hence,

\[
\begin{vmatrix}
    J_n'(\beta_0) & Y_n'(\beta_0) \\
    J_n'(\beta_b) & Y_n'(\beta_b)
\end{vmatrix} = 0
\]

\[
\omega_n = J_n'(\beta_0)Y_n'(\beta_b) - J_n'(\beta_b)Y_n'(\beta_0) = 0
\]

characteristic eqn.

This is an eqn. from which we can determine \( \beta_c \), however, (6) is a higher-order transcendental eqn. for which there are no simple analytical solutions.

Rather, (6) is often solved numerically. There are an infinite number of roots to \( \beta_c \) in (6). These are ranked ordered with the first assigned with index \( n = 1 \), the next with the next highest
\[ T_{M^2} \text{ modes} \]

As derived in the previous lecture,

For the \( T_{M^2} \) modes we have \( H_2 = 0 \) and

\[ E_z = \left[ A \sin(\kappa \phi) + B \cos(\kappa \phi) \right] \left[ C J_n(\beta a) + D Y_n(\beta a) \right] e^{-j \kappa z} \tag{8} \]

For these modes, we can apply b.c.'s directly to \( E_z \) at the inner and outer conductors.

1. \( E_z = 0 \) at \( r = a \). To satisfy this b.c., from (8) we find

\[ C J_n(\beta a) + D Y_n(\beta a) = 0 \tag{9} \]

2. \( E_z = 0 \) at \( r = b \). Similarly, from (8) we find

\[ C J_n(\beta b) + D Y_n(\beta b) = 0 \tag{10} \]

For nontrivial solutions to (9) and (10), the determinant of these two equations must vanish:

\[ J_n(\beta a) Y_n(\beta b) - J_n(\beta b) Y_n(\beta a) = 0 \tag{11} \]

\[ T_{M^2} \]

This characteristic eqn. for \( \beta_c \) has a form similar to that for the \( T_{E^2} \) modes in (6).

**Characteristic equation**

The characteristic eqns. (6) and (11) must be solved to
Characteristic Equations

... The characteristic equations (6) and (11) must be solved to determine the $p_c$ for a particular mode. From (6) for $TE_2^2$ modes we'll define

$$U_n(\beta_c, a, b) = J_n'(\beta_c a) Y_n'(\beta_c b) - J_n'(\beta_c b) Y_n'(\beta_c a) \quad (12)$$

... and from (11) for $TM_2^2$ modes we'll define

$$V_n(\beta_c, a, b) = J_n'(\beta_c a) Y_n'(\beta_c b) - J_n'(\beta_c b) Y_n'(\beta_c a) \quad (13)$$

... We're interested in finding those $p_c$ that force these equations to zero. Plots of these two fits are shown on the next two pages for a 7-mm airline fixture where $a = \frac{1}{2}(3 \text{mm})$ and $b = \frac{1}{2}(7 \text{mm})$.

... It appears from these plots that the mode with the lowest $p_c$ (and hence the lowest cutoff frequency) is the $TE_2^2$ mode. The first zero of $U_2$ has the smallest $p_c$.

What we learn from these plots is that 1. there are higher ordered modes (in addition to $TM_2^2$ mode), 2. there is an infinite of these modes (no surprise), and 3. we identified the lowest, higher-ordered mode as $TE_2^2$.


- Cochran, "Further formulas for calculating approximate values of $\lambda$ Zeros of $\pi_0$," IEEE MTT, 1963.
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Using numerical root-finding, the first six zeros of $U_1$ and $V_1$ are:

<table>
<thead>
<tr>
<th>Rest #</th>
<th>$\beta_a$ (from $U_1$ for $TE_2^2$)</th>
<th>$\beta_a$ (from $V_1$ for $TM_2^2$)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.6127</td>
<td>2.417</td>
</tr>
<tr>
<td>2</td>
<td>2.517</td>
<td>4.745</td>
</tr>
<tr>
<td>3</td>
<td>4.793</td>
<td>7.091</td>
</tr>
<tr>
<td>4</td>
<td>7.122</td>
<td>9.442</td>
</tr>
<tr>
<td>5</td>
<td>9.465</td>
<td>11.795</td>
</tr>
<tr>
<td>6</td>
<td>11.813</td>
<td>14.149</td>
</tr>
</tbody>
</table>

The mode with the lowest cutoff frequency (other than the TEM mode) we can identify from this table as the $TE_{11}^2$ mode.

The next higher propagation mode depends on the ratio $b/a$, in general. For this particular example (b = 3.5 mm, a = 1.5 mm), the modes progress as: TEM, $TE_{11}$, $TE_{21}$, $TE_{31}$, ... The table on the following page lists the seven lowest-ordered modes in a coaxial waveguide for various ratios $\alpha \equiv b/a$.

Field plot of $E \times H$ in a cross-sectional plane is shown on the following page.
**FIG. IV.3** Field patterns, in the transverse plane, of some modes of co-axial HSP waveguide. ——— E lines; ———— H lines

### TABLE IV.3

<table>
<thead>
<tr>
<th>$a/\lambda_0$</th>
<th>Mode</th>
<th>$E_{z0}$</th>
<th>$H_{z0}$</th>
<th>$H_{z1}$</th>
<th>$H_{z2}$</th>
<th>$H_{z3}$</th>
<th>$H_{z4}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.5</td>
<td>1-0</td>
<td>$E_m$</td>
<td>0.179</td>
<td>0.321</td>
<td>0.478</td>
<td>0.635</td>
<td>0.796</td>
</tr>
<tr>
<td>0.5</td>
<td>1-2</td>
<td>$E_m$</td>
<td>0.174</td>
<td>0.324</td>
<td>0.476</td>
<td>0.635</td>
<td>0.796</td>
</tr>
<tr>
<td>0.5</td>
<td>1-5</td>
<td>$E_m$</td>
<td>0.172</td>
<td>0.324</td>
<td>0.475</td>
<td>0.634</td>
<td>0.794</td>
</tr>
<tr>
<td>0.5</td>
<td>2-0</td>
<td>$E_m$</td>
<td>0.216</td>
<td>0.427</td>
<td>0.620</td>
<td>0.824</td>
<td>0.994</td>
</tr>
<tr>
<td>0.5</td>
<td>2-5</td>
<td>$E_m$</td>
<td>0.233</td>
<td>0.452</td>
<td>0.654</td>
<td>0.823</td>
<td>0.843</td>
</tr>
<tr>
<td>0.5</td>
<td>3-0</td>
<td>$E_m$</td>
<td>0.245</td>
<td>0.466</td>
<td>0.663</td>
<td>0.759</td>
<td>0.781</td>
</tr>
<tr>
<td>0.5</td>
<td>3-5</td>
<td>$E_m$</td>
<td>0.255</td>
<td>0.475</td>
<td>0.666</td>
<td>0.688</td>
<td>0.726</td>
</tr>
<tr>
<td>0.5</td>
<td>4-0</td>
<td>$E_m$</td>
<td>0.262</td>
<td>0.479</td>
<td>0.652</td>
<td>0.667</td>
<td>0.708</td>
</tr>
<tr>
<td>0.5</td>
<td>4-5</td>
<td>$E_m$</td>
<td>0.267</td>
<td>0.481</td>
<td>0.653</td>
<td>0.664</td>
<td>0.688</td>
</tr>
<tr>
<td>0.5</td>
<td>5-0</td>
<td>$E_m$</td>
<td>0.271</td>
<td>0.483</td>
<td>0.657</td>
<td>0.668</td>
<td>0.674</td>
</tr>
<tr>
<td>0.5</td>
<td>5-5</td>
<td>$E_m$</td>
<td>0.275</td>
<td>0.486</td>
<td>0.660</td>
<td>0.664</td>
<td>0.670</td>
</tr>
<tr>
<td>0.5</td>
<td>6-0</td>
<td>$E_m$</td>
<td>0.277</td>
<td>0.488</td>
<td>0.660</td>
<td>0.664</td>
<td>0.669</td>
</tr>
<tr>
<td>0.5</td>
<td>6-5</td>
<td>$E_m$</td>
<td>0.279</td>
<td>0.486</td>
<td>0.660</td>
<td>0.664</td>
<td>0.669</td>
</tr>
<tr>
<td>0.5</td>
<td>7-0</td>
<td>$E_m$</td>
<td>0.282</td>
<td>0.486</td>
<td>0.660</td>
<td>0.644</td>
<td>0.670</td>
</tr>
<tr>
<td>0.5</td>
<td>7-5</td>
<td>$E_m$</td>
<td>0.284</td>
<td>0.486</td>
<td>0.660</td>
<td>0.637</td>
<td>0.668</td>
</tr>
<tr>
<td>0.5</td>
<td>8-0</td>
<td>$E_m$</td>
<td>0.284</td>
<td>0.486</td>
<td>0.646</td>
<td>0.637</td>
<td>0.668</td>
</tr>
<tr>
<td>0.5</td>
<td>8-5</td>
<td>$E_m$</td>
<td>0.284</td>
<td>0.486</td>
<td>0.646</td>
<td>0.637</td>
<td>0.668</td>
</tr>
<tr>
<td>0.5</td>
<td>9-0</td>
<td>$E_m$</td>
<td>0.291</td>
<td>0.383</td>
<td>0.486</td>
<td>0.610</td>
<td>0.687</td>
</tr>
</tbody>
</table>

Note that in this table, $a$ is the radius of the outer conductor, while

$TE_{n,m+1} = H_{n,m}$

and

$TM_{n,m} = E_{n,m}$

Robots to the characteristic equations (6) and (11) must be determined numerically. However, accurate approximate expressions have been presented in the literature.

In the case of the TE_{nm} modes where roots to \( \nu_{n}(X_{nm}) = 0 \) are sought (\( \alpha = b/a \)):

\[
X'_{n,1} \approx \frac{2n}{\alpha+1} \left[ 1 + \frac{(\alpha-1)^2}{b(\alpha+1)^2} \right] \tag{14}
\]

\[
X'_{n,m} \approx \left[ \frac{(m-1)^2 \pi^2}{(\alpha-1)^2} + \frac{4n^2+3}{(\alpha+1)^2} \right]^{1/2} \quad m = 2, 3, 4, \ldots \tag{15}
\]

while for the TM_{nm} modes where roots to \( \nu_{n}(X_{nm}) = 0 \) are sought:

\[
X_{n,m} \approx \left[ \frac{m^2 \pi^2}{(\alpha-1)^2} + \frac{4n^2-1}{(\alpha+1)^2} \right]^{1/2} \quad m = 1, 2, 3, \ldots \tag{16}
\]

For \( n = 1 \), the following values from (14)–(16) can be compared to those on p. 8, where \( \alpha = \frac{b}{a} = 2.333 \):

<table>
<thead>
<tr>
<th>root # = m</th>
<th>( X'_{1,m} )</th>
<th>( X_{2,m} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.614 (04)</td>
<td>2.413</td>
</tr>
<tr>
<td>2</td>
<td>2.486</td>
<td>4.741</td>
</tr>
<tr>
<td>3</td>
<td>4.779</td>
<td>7.080</td>
</tr>
<tr>
<td>4</td>
<td>7.113 (15)</td>
<td>9.439</td>
</tr>
<tr>
<td>5</td>
<td>9.458</td>
<td>11.792</td>
</tr>
<tr>
<td>6</td>
<td>11.908</td>
<td>14.147</td>
</tr>
</tbody>
</table>

These approximate values are very close to those from previous numerical solutions.
These approximate values are very close to those obtained using numerical root finding.

One important fact we can determine from the approximate expression (14) is the upper frequency for single mode (TEM) operation. From (14) for the TE11 mode \((n=1)\):

\[
X_{1,1}' = \beta_{c1,1} a \approx \frac{2}{\alpha+1} \left[ 1 + \frac{(\alpha-1)^2}{\omega^2/(\alpha+1)^2} \right]
\]  

(17)

Recall that \(\beta_e^2 + \beta_z^2 = \beta_e^2 = \omega^2 \mu \varepsilon\).

At the cutoff frequency of a particular mode, \(f_{2mn} = 0\).

Using this in (18) and substituting (17)

\[
f_{c1,1} \approx \frac{\beta_{c1,1}}{2\pi \sqrt{\mu \varepsilon}} \approx \frac{1}{2\pi a (\alpha+1) \sqrt{\mu \varepsilon}} \left[ 1 + \frac{(\alpha-1)^2}{\omega^2/(\alpha+1)^2} \right]
\]  

(19)

Further, this expression is often approximated by keeping only the first term:

\[
f_{c1,1} \approx \left[ \frac{1}{2\pi \sqrt{\mu \varepsilon} (a+b)} \right]^{-1}
\]

(20)

In the case of the 7-mm airline example \((a=1.5\text{mm}, b=3.5\text{mm})\)

\[
f_{c1,1} \approx 19.09 \text{ GHz}
\]

Leaving a 5% "buffer" gives an upper freq \(\approx 18.13 \text{ GHz}\).
CONCLUSION

Unlike hybrid modes, the pure TM and TE modes have a minimum value of $d/\lambda_0$ for which they are bound to the rod. For values of $d/\lambda_0$ smaller than this, the modes are neither bound to the rod nor will propagate independently of it, hence are effectively cut off. This shows on the graphs as a nonzero slope for the curves at $\lambda/\lambda_0 = 1$, the respective values of $d/\lambda_0$ being given by (6) for the TM modes and by

$$[d/\lambda_0] = 2.405[1/\pi][K_T - 1]^{-1/2}$$

(7)

for the TE modes.

The asymptotic value of $\lambda/\lambda_0$ for large $d/\lambda_0$ is given by (5) for both TM and TE modes and is the value of $\lambda/\lambda_0$ that the modes would have in a dielectric medium of infinite extent.

It can be seen that any value of $\lambda/\lambda_0$ between 1 and $[K_T]^{-1/2}$ may be selected by proper choice of $d/\lambda_0$; however, as $d/\lambda_0$ becomes smaller, more of the energy of the wave is propagated outside the rod. In general, an increase in dielectric constant has the opposite effect of binding the wave more tightly to the rod. Since the microwave index of refraction may be varied from 1 to $[K_T]^{-1/2}$, which is generally higher for a given dielectric than the respective optical index of refraction, one can almost always affect a match of velocities in an optical-microwave type experiment.
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Further Formulas for Calculating Approximate Values of the Zeros of Certain Combinations of Bessel Functions

INTRODUCTION

In a recent letter Gunston\cite{1} has presented a wonderfully simple approximate formula for the smallest $z$ zero of the Bessel function equation

$$J_p(z)N_p(z) - J_{p+1}(z)N_{p+1}(z) = 0$$

(1)

where $J_p$ and $N_p$ are, respectively, the Bessel functions of the first and second kinds of real-order $p$. This communication is intended to draw attention to the existence of similar approximate formulas for both the larger $z$ zeros of (1) and the roots of the equally-important companion equation

$$J_p'(z)N_p'(z) - J_{p+1}'(z)N_{p+1}'(z) = 0$$

(2)

where $'$ indicates differentiation.

BACKGROUND

In the usual physical cases of interest the parameter $p$ is an arbitrary real number while $z$ is generally positive. It is known that under these conditions the zeros of (1) as a function of $z$ are real, all, simple (see Gray and Mathews\cite{2}) and infinite in number, and

these results can be extended to the $s$ zeros of (2) (see Cochran\cite{3}). Furthermore, since both (1) and (2) are unaffected by replacing either $z$ by $-z$ or $p$ by $-p$, attention need only be addressed to the case of positive values.

As pointed out by Kline\cite{4} and Waldron\cite{5} the solutions of equations (1) and (2) approach those of the equations $J_p(\lambda z) = 0$ and $J_p'(\lambda z) = 0$, respectively, with increasing $z$ or $p$. The latter author even indicates the regions among his tabulated values in which this approximation may be reasonably made. Moreover, the familiar asymptotic expressions of McMahon\cite{6} suffice for the calculation of the roots of both (1) and (2) whenever the quantity $\lambda = \pi r_0/(2\lambda - 1)$ is appreciable, where $\lambda$ is the number of the root when arranged in order of magnitude. As cogently discussed by Waldron\cite{5}, it is convenient to index the roots of the unprimed equation (2) beginning with $S = 0$ rather than with $S = 1$ as one does for the solutions of (1). This not only obviates the difficulty wherein, under the usual numbering scheme, the McMahon expression with $\beta = \pi r_0/(2\lambda - 1)$ gives the asymptotic expansion for the $(S+1)$st root of (2), but it also serves to set apart the fundamentally different group of roots corresponding to $S = 0$. When $p = 0$ these special zeros of (2) do not occur; on the other hand, for $p > 0$ a representation in terms of powers of $(\lambda - 1)/\sqrt{4\pi}$ has been derived for them by Buchholz\cite{7}.

FORMULAS

Let $s$ and $s'$ denote roots of the unprimed equation (1) and of the primed equation (2), respectively, and let $\beta$ be a positive constant.

If $\lambda = (k-1)/\beta$ or $\lambda = (k-1)s'$, the author has recently developed asymptotic expressions for the $S$th zeros of (1) and (2) in the following form:

$$
\begin{align*}
\{s, s'\} &= \sqrt{\pi} \mu - \frac{k}{2} + \frac{1}{2} \{0(\beta, 0)\} + \frac{k}{\beta} \{0(\beta, 0)\} + o(\beta^{-1}).
\end{align*}
$$

(3)

The functions $a(0, 0)$ and $\beta(0, 0)$, whose precise nature need not concern us here, are independent of $p$. Solving for $s, s'$ using the first two terms of the expansion yields

$$
\begin{align*}
\{s, s'\} &= \sqrt{\pi} \mu - \frac{k}{2} + \frac{1}{2} \{0(\beta, 0)\} + \frac{k}{\beta} \{0(\beta, 0)\} + o(\beta^{-1}).
\end{align*}
$$

(4)

and

$$
\begin{align*}
s + s' &= 2\pi/\beta + 1.
\end{align*}
$$

(5)

Further results will be presented elsewhere.

1 J. A. Cochran. "Remarks on the zeros of $J_p(\lambda z) = 0$ and $J_p'(\lambda z) = 0"$, (to be published).


It is unfortunate that known existing data (see Waldron and Fletcher, et al.) does not permit us to readily compare carefully the approximate with the exact roots for a wider range of values of \( x, \rho \). In particular, the precise general accuracy of the expressions for \( x_{p, \alpha} \) of either (4) or (5) is somewhat uncertain for moderate \( \rho \) and \( x \), say \( 1 < x < 3 \) and \( x \geq 3 \), and the situation is therefore not quite as depicted in Fig. 1 of Gunston.13 Nevertheless, it is hoped that the two figures presented here do serve to illustrate the general regions of applicability of the formulas of (4) and (5) as either reasonable approximate values of the roots in question, or as initial approximations in computational schemes for the zeros of the important combinations of Bessel functions.

J. A. COCHRAN
Bell Telephone Labs., Inc.
Whippany, N. J.


† For instance, the accuracy of Gunston's formulas for \( x = 2, k = -1, 4, 5 \) is of the order of 2 or 3 per cent rather than less than 1.5 per cent as his figure indicates.

Transmission Line Measurement of Narrow Linewidth Ferromagnetic Samples

Measurement of ferromagnetic resonance linewidths over a range of microwave frequencies is facilitated by the use of a non-resonant waveguide system. The loading effect encountered in such a transmission line system, however, becomes significant when the linewidth is less than a few tens of oersteds. The effect of transmission line loading was avoided by the use of an automatic compensation network.

An idealized model of the experimental system is illustrated in Fig. 1. Scattering-matrix theory is applied to the junction that is inside the balloon-like simply connected region. The test sample is placed topologically outside the junction by means of a connecting tube. If the radius of the connecting tube is small enough, the tube itself will not be significant and we have a three-port junction which fits the usual simplifying assumptions of scattering matrix theory. Ports Nos. 1 and 2 are terminals of waveguide in which only the dominant mode is propagating. Port No. 3 is the surface which surrounds the test sample. The treatment of this problem is simplified by including only one mode of propagation at port No. 3. This propagating mode is closely related to the radiation field associated with the resonant mode of the sample.

It is necessary to consider the properties of the test section in terms of the signals observable at ports Nos. 1 and 2 alone. The only dissipative element in this system is the load at port No. 3. The reflection coefficient of the load at port No. 3 is written in impedance form for convenience, \((1 - z)/(1 + z)\).

If first order perturbation theory can be used to describe a magnetic sample in the waveguide the impedance is proportional to the susceptibility.

In order to describe this three-port junction in matrix formalism, it is sufficient to identify the ports with elements of a column matrix, the amplitude and phase at each port being represented by a corresponding element. The scattered waves, also described by a column matrix, are related to the incident waves by a square matrix. Terminating the third port of the network by a reflective load reduces the order of the system. The resultant two-port junction is described by a 2x2 matrix \( T \), given in (1), which is not, in general, a unitary matrix.

\[
T = \begin{bmatrix}
(1 - x_1 + x_2 x_3) & (x_1 + x_2 x_3) \\
(x_1 x_3 + x_2) & (1 - x_1 + x_2 x_3)
\end{bmatrix}
\]

The impedance at the third port appears in the reduced matrix \( T \) in the numerator of each term and in the common denominator of the entire matrix. A resonant condition is described by this matrix if the denominator vanishes. This, however, represents decoupling of the third port from all other ports and is of no interest in this study. The complex conjugate form arises because \( S \) is a unitary matrix; the form written here is for +1 value of the determinant of \( S \).

It is useful to note at this point that: 1) Since signal is applied at one port only, the transmitted and reflected signals are the most easily observed quantities. 2) Since the sample has a narrow linewidth, the condition \( z = 0 \) can be used for a convenient reference, the measurement being made far from resonance.